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Abstract of the contribution: The intent of this discussion paper is to explain a usecase of WT#2, i.e., support of Vertical Federated Learning involving NWDAF and AF. 
1	Discussion
[bookmark: _Hlk513714389]This paper explains a usecase of WT#2, i.e., 
-WT2:  Study whether and what potential enhancements are needed to enable 5G system to assist in collaborative AI/ML operation involving 5GC/NWDAF and/or AF for “Vertical Federated Learning (VFL)”. The work will be based only on and limited to the scope of justified use cases. 
NOTE 7: RAN and UE aspects are out of scope. Solutions based on interactions between the application client and 5GS are out of scope. The necessary communication between AF and UE application client to support the collaborative AI/ML operation is understood as no normative procedure impact. Horizontal FL procedure defined in R18 should be taken into account and reused whenever possible.
NOTE 8: coordination with SA6 is required.

This paper explains a usecase of Vertical Federated Learning on Observed Service Experience related network data analytics involving NWDAF and AF. 
Observed Service Experience related network data analytics up to Rel18: From Rel16 to Rel18, we have specified and improved Observed Service Experience related network data analytics so that we can expose highly accurate and flutilful analytics output. This is because NWDAF can collect and expose various of input data and output analytics, respectively. For example, input data can be collected from both 5GC NFs and AF, such as UE location from both GSLM and AF, and performance data at an application server from AF. Furthermore, NWDAF can expose various of output analytics, such as UE location and MOS value.
Challenges of current OSE analytics: The challenges are twofold:
-Blocker of data usage: Mobile networks consisting of multiple domains, such as CN and AF, generate vast and beneficial data. Instead, some of them have yet to be fully utilized. The first blockage is private implementations; each domain has private implementation but is unwilling to report its data. Second is the privacy-sensitive data, such as UE location. These raw data might not be exposed due to the operator's or government's privacy protection policy.
- Needs diversity: Defining analytics for each application is impractical due to the diversity of application needs. Now, AF has to put up with the uniform standardized Analytics output, such as MOS value. 
Vertical Federated Learning adopt for OSE analytics: In Rel-19, 3GPP tries to adopt VFL, a mechanism for distributed functionalities of an ML model, to tackle these challenges. Namely, without exposing raw data, VFL enables analytics that is comparably beneficial to raw data and is more flexible for the consumer. Specifically, VFL supports AI training and inference without the need for raw data transferring but only with intermediate results exchange for gradient and loss.
Figure 1 and 2 shows the assumptions and procedure for OSE analytics with VFL. As denoted in the aforementioned, NWDAF has input data from 5GC, and AF has a output label and input data, however these raw data cannot be exposed. 
Figure 2 shows the procedure of ML model training using VFL consisting of 4 steps. Note that if only ML model inference is performed, i.e., if we already have a well-trained ML model, only steps 1 and 2 are required. 
 - Step 1: First, the NWDAF and AF are assigned a portion of an ML model, respectively. The step 1 occurs at once when the VFL procedure starts. 
 - Step 2: NWDAF obtains intermediate results by feeding the input data collected from 5GC NFs to the assigned ML model and exposes the results to the AF with an UE identity. The AF integrates the received results and the input data on the same AF that corresponds to the UE identity. Subsequently, the AF feeds the integrated data to the assigned portion of the ML model and obtains the ML model output. 
 - Step 3: AF calculates the loss of the model output obtained at step 2 and the corresponding output label, which is a ground-truth label. 
 - Step 4: the AF updates the assigned portion of the ML model using the loss and sends the feedback of the intermediate results, i.e., the gradient of the NWDAF’s ML model, to the NWDAF. The NWDAF updates its ML model using the received feedback.
 Step 1 is performed at once when the VFL procedure is initiated. Steps 2, 3, and 4 are iterated for pre-defined times or until the loss function is converged. 
-step 5: After the training procedure, NWDAF will gather a part of ML model trained at the AF. 
If NWDAF is requested an analytics exposure from an NF consumer, which can be different from the AF that was involved in the VFL training procedure, NWDAF provides analytics output using the gathered ML model.
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Figure 1. Assumption of VFL involving NWDAF and AF
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Figure 2. Procedure of VFL involving NWDAF and AF.
2. Proposal
It is proposed to agree the following use case into TR 23.700-84
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[bookmark: _Toc22214903][bookmark: _Toc23254036]5	Use cases and Key Issues
[bookmark: _Toc435670433][bookmark: _Toc436124703][bookmark: _Toc509905226][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037]5.X	Use Case Y: Vertical Federated Learning with NWDAF and AF
[bookmark: _Toc22214905][bookmark: _Toc23254038]5.X.1	Description
This use case corresponds to Objective 2 (i.e., WT#2) for enabling Vertical Federated Learning between 5GC and AF for cross-domain AI/ML coordination.
This use case aims to improve the flexibility of analytics exposure from NWDAF to AF and the data collection from AF to NWDAF by leveraging Vertical Federated Learning. The use case assumes that the NWDAF and AF have input/output data, respectively, where the raw data is useful but cannot be exchanged due to user privacy or private implementation. For example, Observed Service Experience network data analytics, the UE location data in NWDAF, and the application performance data in AF correspond to the input data mentioned above, and the observed QoE in the AF is to the output data.
This use case applies VFL between NWDAF and AF as follows: The AF and NWDAF are assigned a portion of the ML model, respectively. Then, the AF and NWDAF train the ML model by exchanging intermediate results with each other.
End of Changes
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